Astronomical Data Mining: Renaissance or dark age?

Giuseppe Longo & the DAME Group
longo@na.infn.it
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We know

Recent past
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Now Near Future ?

Separated archives and data cente
(few TB)

No common standards (*.fits)

Little bandwith (10/50 Kby

Single CPU processing

Few objects , few information
(parameter space ~ 10 features)

Traditional statistics

sFederated archives and data centers Virtual Observatory
(10¢ 100 Thyte) (> 1 Pbyte)

Common standards (*.fits, *.vot, etc.)) Common standards (*.fits, *.vot, etc.)

Larger bandwith (106000 Kb 3)
(last mile problem)

Largerbandwith (>-10 Gb )

Still single CPU processing GRID/Cloud computing

Researclpraxis
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Many objects , much information,’

(parameter space > 100 features)
I

\
\

Whole sky, multil , multi epoch catalogues
(parameter space > 100 features)

Multi variate statistics Statistical Pattern Recognition (DM and M

v | Thisis only a part of the game
\\ (size and not complexity driven) ,
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Does the community know?

Most people who work in astronomical DM/AI are in this room.
They have implemented methods which are open to the community and have used them to produce

science.
BUT

Little usec few citations
(number of citations increases if you avoid the terms Al, ML or DM in writing the paper)

Number of technical/algorithmic papers increases
with new funding opportunities

300 - Number of refereed papers remains constant
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200 - m VO refereed

m DM all
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100 - VO all
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Most of the work remains at the implementation stage (computer Science and

algorithm devel opment) and does not ent

Usage of terms is highly fashionable

200
180
160
140 m ML+AI ref
m SPR ref.
120
= NN ref
100 m KD ref
80 m ML+AI all
m SPR all
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= NN all
40 KD all =KD all
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ML+AI all
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SPR ref.
2006 ML+AI ref

2007
2008 2009



Out of one thousand papers checked (galaxies, observational cosmology, survey)
over the last two years:

DM could be applied or involved in at least 30% of them

Algorithms

Restricted choice of algorithms (MLPs, SVM, Kernel methods, Genetic algoritms (few mod
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Just a few astronomers go beyond the introductory chapters of the Bishop.




Restricted choice of problemste situation is not changed much in the last decade

Tagliaferriet al. 2003 Ball &Brunner2009 BoK

S/Gseparation S/Gseparation Y
Morphologicalclassificatiorof galaxies Morphologicalclassificatiorof galaxies Y
(shapesspectrg (shapesspectrg

Spectraklassificatiorof stars Spectraklassificatiorof stars Y
Imagesegmentaton -

Noiseremoval -
(grav. waves pixellensing imageg

Photometricredshifts(galaxie3 Photometricredshifts(galaxiex v { h Qa o Y
Searchfor AGN Searchfor AGN and QSO Y
Variableobjects Timedomain

Partitionof photometricparameterspace Partitionof photometric parameterspacefor Y
for specificgroup of objects specificgroupof objects

Planetarystudies(asteroid9 Planetarystudies(asteroid9 Y
Solaractivity Solaractivity Y

Interstellarmagneticfields

Stellarevolutionmodels



Limited number of problems due to limited number of reliable BoKs

Bases of knowledge
(set of well known templates for supervised (training) or unsupervised (labeling) methods

So far

A Limitednumberof BoK(andof limited scope)available
A Painstakingvork for eachapplication(es.spectroscopicedshiftsfor photometric redshiftstraining).
A Finetuningon specificdatasetsneeded(e.g.,if you adda bandyou needto re-train the methods

Bases of knowledge need to be built automatically from Vobs Data repositories

Community believes Al/DM methods are black boxes
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Exposed to a wide choice of algorithms to solve a problem, the r.m.s. astronomer usually panics and
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Ther.m.sastronomerdoesmuiant to becomea computerscientistor amathematician
(largesurveyprojectsovercomethe problem)

Toolsmust run without knowledgeof GRIDCloudno personalkcertificates nodeepunderstandingof the DM tool etc. )
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A break-down of an effective DM process

Data (storage)
. Semantic construction of BoKs
8 Models & Algorithms
BoK

LO

Transparent computing
Infrastructure (GRID, e

Application |g——

DM
engine

N

results

Catalogs and metadata knowledge
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DAME is a web apglication to perform data mining on massive data sets. In order to
ensure scalability it allaws the user to access distributed computing facilties provided
by the Center for Advanced Research in Computing at Caltech and by the S.Co.P.E.
project at the University of Napali Federico Il DAME is derived from the VO-Neural
project

As a function of the size and complexity of your task, your computation will be
rected to larger computing facility.

feedbacks.

Stat_signing up for & new account Signing up will provide you with a persistant filestore on our
servers, so thal you wont need 1o upload your datasets each time you want to perform a new
calculation

Your filestore wil also contain all the output files from the experiments
you launch, so that you can visualize or download them when the |
experiment is done.

During an experiment you can visualize the log file showing the stafus of
the experiment and visualize output files. You can also abort a caleulation

You can even download an entire directory in a compressed zip archive on
your hard disk. Output files can be used as inputs for other experiments, and

In the "Help & Tutorials’ section you will find i examples
and tutordals, The first time you login, your flestore will contain some
jatasets you can use following the tutorials.

DAME - DAta Mining and Exploration

Massimo Brescia
Last Login
Thu 02 Apr 2009 11:01AM
GMT

Parameter

Experiment Name: iris_exp

Finished
Value

Input Modes 4

Hidden Modes 2

Mayx Epochs 40000
Tolerance 1e-05

Training Algorithm mseBatch
Help & Tutorials Training Set /brescia/Samples/iris. dat
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Launch Experiments

/brescia/iris_exp Download

Iris_exp.ERROR Delete
Iris_exp netTrain.mlp Delete

iris. dat.fits Delete

Iris_exp netTmp.mip Delete

Mew PhotoZ ifs exp.csv Delete
iris_exp.log Delete

iris_exp.tra Delete

Experiment Log

nLe gl

Executing option: TRAIN QJ
Input nodss: 4

Output nodes: 3

Nodes in hidden layer: 3

Maximum epochs: 40000

Problem case: Regression

Training algorithn: Batch

Error: MSE

Error tolerance: le-0§

Tnput metwork name: empty

Training dataset: iris_exp/iris dat.fits

Validation datases: empty

Testing datasen: ivis_ewp/eupny. fits =

o




