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In the past ten years, the concept of Virtual Olegtery (VODbs) has increasingly gained
importance in the domain of astrophysics, as a wlageamlessly accessing data in
different wavelength domains stored in digital @&reb. There are many reasons why the
VObs is useful for the development of science: tmitor time variability of phenomena,
to compare phenomena in different bands, to inerestsirn for investment (by fostering
data re-use for scientific, educational and outteparposes), to perform statistical
analysis and mining on large quantities of data.

The International Virtual Observatory Alliance (IWphas paved the way for the VObs
to become a really useful tool for the scientifarenunity, by promoting standards, by
defining data interoperability methods, by fostgrthe needed coordination among data
providers.

But the VObs is more than just archives and statedat is also infrastructure, basic
software tools, advanced applications, evolution noéthods and techniques, cross-
fertilization with other communities. Discoveringféermation in wide-field images and

mining large archives are key items towards theafiske VObs as a tool for developing
science.

Data mining, or knowledge discovery in databaséslevbeing the main methodology to
extract the scientific information contained in Mag Data Sets (MDS), needs to tackle
crucial problems since it has to orchestrate compleallenges posed by transparent
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access to different computing environments, schtiabf algorithms, reusability of

resources. To achieve a leap forward for the pesgef astrophysics in the data
avalanche era, the community needs to implementinfirastructure capable of
performing data access, processing and mininglistabuted but integrated context.

1. Introduction: astronomical archives

Astronomy in recent years has expanded drastigsllgbserving and modeling
capabilities, increasing proportionally its demafalscomputational power and
data access efficiency.

To understand completely the implications of thigtesment, one should
remember that Astronomy is mostly an observatioseience, where any
“experiment” is a snapshot of the fraction of theiwgrse being observed, and
cannot be repeated as such. Astronomy mead@gslight intensity as a
function of wavelength (or frequency, or energyit,Bince most phenomena are
in fact variable, the measured intensityl(s,t) which is convolved with the
transfer function of the complex system (telescdpstrument, sky) actually
involved in the observation. It is therefore easyhderstand why every single
observation needs to be kept, obviously creatidgta preservation issue.

The increasing complexity of instrumentation ané tieed to optimize
observing procedures (e.g. the meteorological ¢mmdi may be unacceptable
for one type of observation while is suitable fdhars) lead to a change in
concept on modern observatories. Classical obgg(the scientist located at the
telescope is given the whole night to perform tEsthbservations) is replaced by
flexible scheduling and service observing, i.e.dbservations and the basic data
handling are performed by observatory staff. I1s ttdse, the scientist owning
the observations extracts the data from disk seragtten in the FITS standard
data format, which has been used by the commuinitg 9977. Data might have
been already partially processed (i.e. calibratgth removal of the instrument
signature).

The scenario described above has a pretty obvigtenson, from data
storages to full-fledged archives. Observatorygied have been defined so as to
allow the data to become public typically after oyear from the date of
observation. Data taken for a specific scientificgose can therefore be re-used
for different purposes.

This approach, progressively emerged in the p#sefi-twenty years, has
allowed the possibility of developing new scienEgamples are monitoring the
time variability of phenomena, comparing phenomiendifferent energy bands
(the so-called multi-wavelength astronomy), perfognstatistical analysis or
data mining on large quantities of data. From #hnical point of view, the



possibility of re-processing the raw data when atebeknowledge of
instrumental effects is achieved.

An important effect of archives, and of the congsque-use of data, is
increasing the return for the investment: sinceeaosd of observation on
modern facilities is worth roughly 1 US$, and thesesubscription factor is on
the average a factor of 5, the possibility of rexggop-class data to do science,
or for educational and outreach purposes has alporiant effects at the level
of the society.

But archiving is an activity that is essential tppe with the data avalanche
that is hitting the astrophysics community. As attaeraof fact, the cumulative
photon collecting area of telescopes world-wideihaseased by a factor of 8 in
the past 25 years, and the detector technologyatawed the production of
panoramic chips which have multiplied the data fldw give an example, the
archive of the European Southern Observatory (E$i@),leading European
institution, has grown in size a factor of 10 inetl years. And of course, there
are many dozens of ground- and space-based tetsseoqrid-wide, covering
the full electromagnetic spectrum, and equippett wistruments providing data
which are telescope and band-dependent.

2. TheVirtual Observatory

2.1. Data and information servicesin Astronomy

Besides data, many other sources of information ttee Astrophysical

community can be identified and can be summarizeidliows:

» Telescopes (ground- and space-based, coveringuthesléctromagnetic
spectrum) are managed by Observatories;

* Instruments (which are telescope and band dependeat managed by
Observatories and/or Consortia;

» Data analysis software is usually instrument-depandit is managed by
Observatories, Consortia and individual Researchers

» Computing is supported by dedicated sen@emters, or Organizations that
can often be Observatories;

* Archives are managed by Observatories and/ or Agenc

» Publications are managed by Journals; there is Yemwa single point of
search and access, the ADS system (which is then reaurce of
bibliographic information for the whole of the Astromical community);

» Data curation, i.e. management of metadata fie.description of data),
tables and catalogues) is performed by Data cigator



* Public Outreach is managed by Observatories ardjencies.

2.2. TheVirtual Observatory: definitions

The Virtual Observatory (VObs) is an innovativell gvolving, system to take
advantage of astronomical data explosion (e.g.,steststical identification to
perform multi-wavelength, multi-parameter analydis, allow astronomers to
interrogate multiple data centers in a seamlesdrandparent way and to utilize
at best astronomical data, to permit remote comgutind data analysis and to
fosternew science

The VObs aims at achieving the goal of haviali astronomical databases
inside the scientist’'s Pquist as in the Web all documents are easily nedbée
inside one’'s own PC. The situation depicted in #mve section is pretty
complex, and the desire has been felt to unifystheces of information within a
federated framework.

Achieving the ambitious goal of allowing the di#et sources of information
to interoperate is not trivial: as a matter of fabe current situation shows both
positive and negative aspects.

On the positive side, one can consider that obdenal data are freely
availableon-line in general 1 year after observation; both data eatdlogues
are normally stored iastronomical archivesResults are published in academic
journals, allavailable on-line with pointersto data archives; as mentioned
above, there is ongingle entry point for journals(ADS). The processing and
analysis softwarenaintainedObservatories/Archives is made availatteline

However, the different astronomical archives hawedely different
access/search interfaces and standards/conventams they mainly serve raw
data. The widely specializednalysis softwardor the various sub-branches is in
generalcomplex thus yielding asteep learning curvebut this is needed, since
multi-wavelength is now the norm to produce sciemtgblication-Archive links
often point toraw, unprocessed datand are not complete. Furthermore, object
metadata are not homogeneously defined

2.3. Thelnternational Virtual Observatory Alliance

All of these considerations require that the vesiqlayers speak the same
language. It is therefore necessary that commomdatds and protocols are
defined and adopted within the whole community.sTissue is tackled within

the International Virtual Observatory Alliance (IWQD which coordinates 19

world-wide national or super-national VObs initiegs (shown in Figure 1).
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Figure 1. The members of the International Virt@dservatory Alliance are national or super-
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national VObs projects and initiatives.

The IVOA missionis “to facilitate the international coordination and
collaboration necessary for the development andiayepent of the_tools,
systems and organizational structurescessary to enable the international
utilization of astronomical archives as an integrdtand interoperating virtual
observatory”. The work is carried out by means of teleconferent®&gviki”
pages, and bi-annual meetings (the last one waiedavut in Nara, Japan, in
October 2010, the next will be in Naples, Italp,May 2011).

The IVOA goals are thetandardizatiorof data, metadata and software, the
definition of data interoperability methods, ande tproduction of lists of
available data and computing services (each pradvigethe individual VObs
projects).

IVOA is an initiative that is based on the concefptollaborating and sharing.
The absence of specific funding does not allowotad any decisions, which are
basically taken unanimously. This practice is img@ple good, since it builds
consensus in the community. However, competitibrtha personal and/or
project level brings as a consequence a slow cgewee in the definition of
standards.

From the organizational point of view, the IVOAgtture is composed of an
Executive Board which includes the representatifresn all national VObs
projects a dozenof Working and Interest Groups coordinated by ahhaml




Coordination Group. There is an estimated toté@ff-400 individuals involved
in IVOA development activities.

Among the various groups, it is worth mentioning tiecent creation (2009)
of a Data Mining and KDD Interest Group.

2.4. Statusof the Virtual Observatory

The VObs is progressively evolving to a truly opienaal phase [1]. Its

paradigm to utilize multiple archives of astronoahidata in an interoperating,

integrated and logically centralized way, allows"“tibserve a virtual sky” by

position, wavelength and time. Not only data adyuabserved are included in

this concept: theoretical and diagnostic are béictpded. VObs represents a

new type of a scientific organization for the efanformation abundance:

» itis inherently distributed, and web-centric;

» itis fundamentally based on a rapidly developeghhology;

* it transcends the traditional boundaries betweeiferdnt wavelength
regimes, agency domains;

» it has an unusually broad range of constituentsirriedfaces and

» itis inherently multidisciplinary.

The international VObs has opened a new frontieasiponomy. In fact, by
making available at the click of a mouse an unpitented wealth of data and by
implementing common standards and procedures, tB@bsVallows a new
generation of scientists to tackle complex problem#ich were almost
unthinkable only a decade ago. Astronomers may aceess a “virtual”
parameter space of increasing complexity (hundredshousands features
measured per object) and size (billions of objects)

2.5. Extending the Virtual Observatory concept

In the last couple of years, the VODbs received sttpgt an International level:
positive statements on the importance of the iniéawere made by the
Organization for Economic Co-operation and Develepin(OECD), by the

European Strategy Forum on Research Infrastruct{EESFRI), and by

ASTRONET, the European initiative aiming at enhagdhe coordination and
cooperation between national funding and reseamiagement organizations in
Europe who are responsible for astronomical rekedrc the US, the VObs
initiatives are supported by NASA and NSF. Thisoggdtion and support is
important since, to make sense, the Virtual Obderyaneeds to be an
international effort.



In this framework, an important comment was madehi&a 2006 ESFRI
document, where the Virtual Observatory was ingidaas the example to
follow to create an international federation ofréibes. As a matter of fact, the
VObs concepts can be, and are being, re-usedferatit domains. Among the
various interested communities, it is worth meritignthat the planetologists
have their own International Planetary Data All@n¢iPDA), the Solar
community has its own VObs and DataGrid, and trghHinergy Physics (HEP)
community is interested in the VObs mechanisms.

3. DataMining and the Virtual Observatory

As discussed in the previous section, up to nowMtds has mainly been a
mechanism for data access, retrieval and manipuolatHowever, to obtain
results, scientists need to deal with computaticsifallenges related to the
handling, processing and modeling of large quastitif data.

3.1. Massive data processing in astrophysics

Processing of huge quantities of data (large detecinosaics, images with high
time resolution) is typical of the optical and sot@mmunities. The amount of
computations needed to process the data is impegssbut often
“embarrassingly parallel” since based on locakogiors, with a coarse grained
level of parallelism. In such cases, the “memargtprint” of the applications
allows one to subdivide data in chunks, so asttth& RAM available on the
individual CPUs and to have each CPU to perforimgles processing unit.

There are many software resources (legacy apgitatiibraries, etc.) widely
used in past and current projects and experimdsaiisform a wide range of
tools, services and facilities used by key astrdnahprojects and environments,
and by the individual astronomer.

Which kind of resources is necessary to tackleptioeessing and analysis of
such large quantities of data in astrophysics? lostncases “distributed
supercomputers”, i.e. a local cluster of PCs sasla Beowulf machine, or a set
of PCs distributed over the network, can be arncétfe solution to the problem.
In this case, the Grid paradigm can be consideoedet an important step
forward in the provision of the computing power deg to tackle the new
challenges.

As seen earlier, the concept of “distributed aveli’ is already familiar to
the average astrophysicist, and a leap forwardeas made by the VObs which
was capable of organizing the data repositoriesdltov efficient, transparent and
uniform access. In more than a sense, the VObs extension of the classical



Computational Grid; it fits perfectly the Data Grabncept, being based on
storage and processing systems, and metadata amdurications management
services.

3.2. Grid-based data mining: the DAME system

As underlined above, most of the implementatiororédf for the VObs has
concerned the storage, standardization and inteabibéy of the data together
with the computational infrastructures. In partaoulit has focused on the
realization of the low level tools and on the digfim of standards.

It is important to extend this fundamental target ibtegrating it in an
infrastructure, joining service-oriented softwaradaGrid resource-oriented
hardware paradigm,1 including the implementatiormdfanced tools for MDS
exploration, Soft Computing, Data Mining (DM) andd¢{vledge Discovery in
Databases (KDD).

Moreover, DM services often run synchronously. Timeans basically that
they execute jobs during a single HTTP transactidris might be considered
useful and simple, but it does not scale well witésm applied to long-run tasks.
Typical long-running activities are the following:

» any archive query traversing a massive DB table;

* adata-mining job running from a batch (sequentjigBue and

» a pipeline workflow with several computing-intersisteps, applied sequen-
tially for many (and massive) data sets.

In any of these cases, the system is stressed Hdtivity lasts longer than a
few minutes and becomes unreasonably fragildakiis longer than a few hours.
With synchronous operations, all the entities ia thain of command (client,
workflow engine, broker, processing services) mestain up for the duration of
the activity. If any component goes down or stdyentthe context of the activity
is lost and must be restarted.

To overcome this limitation, a new-generation DMteyn called DAME [2]
has been devised. One of its main design stratégits permit asynchronous
access to the infrastructure tools, allowing rugrof activity jobs and processes
outside the scope of any particular web-serviceaijmn and without depending
on the user connection status.

The user, via client web applications, can asyrmubwsly find out the state of
the activity, has the possibility to keep trackhig jobs by recovering related
information (partial/complete results) without hayithe need to maintain open
the communication socket. Moreover, the system lik &0 automatically



perform a sort of garbage collection for cleanimgrasources, swap areas and
temporary system tools used during the activityphase.

Furthermore, as it will be discussed in what fobpwhe DAME design takes
into account the fact that the average scientish@aaand/or does not want to
become an expert also in Computer Science. In roasés he/she already
possesses individual algorithms for data processind analysis and has
implemented private routines/pipelines to solvec#fmeproblems. These tools,
however, often are not scalable to distributed aging environments. DAME
aims at providing a user friendly web-based tooletwapsulate one’s own
algorithm/procedure into the package, automatidalignatted to follow internal
programming standards.

The natural computing environment for MDS procegsis a distributed
infrastructure (Grid/Cloud), but again, we need define standards in the
development of higher level interfaces, in order to
* isolate end user (astronomer) from technical detaf VObs and

Grid/Cloud use and configuration;
* make it easier to combine existing services anduregs into experiments.

Data mining is usually conceived as an applicatdeterministic/stochastic
algorithm) to extract unknown information from npata. This is basically true
but in some way it is very reductive with respecthe wide range covered by
mining concept domains. More precisely, in DAMEtadenining is intended as
techniques of exploration on data, based on thebowtion between parameter
space filtering, machine learning and soft comgutechniques associated with
a functional domain. The functional domain termsesi from the conceptual
taxonomy of research modes applicable on datalf@]9,

Dimensional reduction, classification, regressigmediction, clustering,
filtering are examples of functionalities belongitagthe data mining conceptual
domain, in which the various methods (models agdriéhms) can be applied to
explore data under a particular aspect, relatethéoassociated functionality
scope.

The analytical methods based partially on statisticandom choices
(crossover/mutation) and on knowledge experiencgiieed (supervised and/or
unsupervised adaptive learning) could realisticathieve the discovery of
hidden laws behind focused phenomena, often basethture laws, therefore
the simplest.

During the R&D phase of our project, aimed at definand characterizing
rules, targets, ontology, semantics and syntaxdstais, a functional breakdown
structure was derived. It provides a taxonomy betwgossible data exploration
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modes, made available by our infrastructure as uhéttang experiment typology
(use case).

4. Onestep further: integration of the VObs, data processing and data
mining facilities

To offer scientists a useful service, all of thenpmnents of the informatics

infrastructure need to be thought as integratedt deast fully interoperable. In

other words, the various infrastructure compondafsplications, computing,

data) should interact seamlessly exchanging infaiomaand be based on a

strong underlying network component.

The “big science” challenges in astrophysics call &n expansion of the
computing infrastructures — and of network ancadadnagement infrastructures
as well. The astronomical community is interestedising, and participating in
defining, competitive computing infrastructurestsgerform better research.

But there is furthermore the need to integrate agtwdata and computing
infrastructures, or at least to let them interopeerdo fulfill this requirement
applications, computing power, data repositories @atabases holding metadata
or catalogues should be accessed as a singlg.utiliheeds to have a Virtual
Observatory interface, which is more familiar te tommunity [7].

4.1. VObs-Grid interoperability

The documents of the ASTRONET initiative [3,4] hadefined the Virtual
Observatory a%he e-infrastructure project in Europe’As a matter of fact, an
e-infrastructure is a mechanism that, based ord switworking foundations,
allows Computing, Data and Applications of varickinds (Data Reduction,
Data Analysis, Theory, Numerical Simulations) tteioperate. Interoperability
is also the key word of the Virtual Observatory.

Integration of the VObs with computational infrasttures, and in particular
with Grid facilities, is of key importance. Effart this direction has been carried
out, also within EU-funded projects. In particulgpecific IVOA standards have
been developed on top of Grid middleware: a FITi8etdthas been built on top
of gridftp [5]; the IVOA Single Sign-On standard has beenlém@nted by
means of the Grid Authentication & Authorizatiorol® VOSpace on top of the
Data Management mechanisms, VObs Workflows usibgManagement, VObs
registries using the Grid Information Systems fgjrthermore, a “native” way
of accessing databases from the Grid through a yQE&Fment (similar in
structure to the CE) was developed [12].
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4.2. Implementation in a distributed context

One major issue to tackle is the capability ofhrsan integrated e-environment
to operate within a truly distributed environmenhe key problem is that data
processing and mining on distributed MDSs implies distribution of the code
as well.

As an example, let's consider the cross-check,her rherging, of science
results obtained comparing two surveys (e.g. orsedan ground-based and
another one on space-borne instrumentation) cayerigood fraction of the sky.
In this case the VObs can help in identifying theation of the relevant data and
in making the data themselves interoperable. Bubitld be unrealistic to move
all of the data to the interested astronomer’s hiositution to perform the DM
function. It is actually the data processing, DMK@D codes that need to move,
not the data.

The archive centers are bound to become somethorg womplex in the
future: complete full-fledgedervice centersoffering the possibility to provide
processing capabilities. This is already happeréng. for on-the-fly (re-)
calibration of data with up-to-date parametersasecof observations [13], or for
production of simulations on-demand [11].

But there is an additional step to perform: suchtexs should be willing to
host user-driven processing applications. This is not difficult &chieve
technically, given the good control of Grid andtwalization concepts and
techniques that is becoming common practice, aadctimtinuously decreasing
cost of computing and storage hardware. DAME hase the feasibility of the
approach for DM applications. It is actually a ‘fichl” issue, tied to cost of
resources and accounting.

5. Conclusions

Modern scientific data mainly consist of huge dsgts gathered by a very large
number of techniques and stored in much diverséied often incompatible data
repositories. More in general, in the e-sciencdrenment, it is considered as a
critical and urgent requirement to integrate sewicacross distributed,

heterogeneous, dynamic “virtual organizations'trfeed by different resources

within a single enterprise.

In the last decade, Astronomy has become an imryedata-rich field due to
the evolution of detectors (plates to digital tosaios), telescopes and space
instruments; new instrumentation is going to furtbehance this growth. As a
consequence, data archives have become an absulstdo cope with the data
avalanche.
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Data Mining techniques have also increased immegrbelr capabilities, and
are now capable of extracting information from tei®rmous quantity of data,
provided that appropriate processing resources\aiable. The DAME system
is a good example of what can be achieved.

The effort to integrate and make the various dathiges interoperable has
been defined as the Virtual Observatory. The go#t iallow the users to feel all
astronomical databases to be just “one click awaghieving this goal would
bring a degree of “democratization” in Astronongynce first-class data are
being made available to scientists in developingntries, to students of all
levels, to amateurs. To make sense, the Virtuale@bsory needs to be an
international effort, which requires involvementthe project but also at the
data centrelevel. This does not come for free, and work iquieed at the
scientific and technical level to integrate onelghalata archive in the VObs and
make it interoperable with the others.

There is the need to expand network, data and cimgpinfrastructures, and
to integrate them, or at least let them interogethbroughly. This effort once
again needs to be truly international, thus needipgropriate agreed-upon
common policies. In this framework, the archiveteesn should becomgervice
centers offering the possibility of hosting user-driveropessing applications, in
particular DM applications. In such a way astronmmaill have the capability
of using new powerful tools and techniques to improheir knowledge and
understanding of astrophysical phenomena.

Acknowledgments

The lItalian participation in EurovVO and IVOA is piafly funded by INAF
(National Institute of Astrophysics) through the Bt initiative. The DAME
project, run jointly by the Department of Physié¢dhe University “Federico 11",
INAF Astronomical Observatory of Napoli, and the li@ania Institute of
Technology, is financed through grants from thdidia Ministry of Foreign
Affairs, the European FP7 EuroVO projects and kg tiSA-National Science
Foundation.

References

1. R.J. Hanisch, in: ADASS XIXPASP434, 65 (2010).

2. M. Brescia, G. Longo, G.S. Djorgovski, S. CawuBt D'Abrusco, C.
Donalek, A. Di Guido, M. Fiore, M. Garofalo, O. Léo, A. Mahabal, F.
Manna, A. Nocella, G. d'Angelo and M. PaolillarXiv:1010.4843 (2010).



11.

12.

13.

13

P.T. de Zeeuw and F.J. Molster (ed$d,Science Vision for European
Astronomy’; ISBN 978-3-923524-62-4 (2007).

M.F. Bode, M.J. Cruz and F.J. Molster (edShe ASTRONET Infrastruc-
ture Roadmap: A Strategic Plan for European Astrogt ISBN: 978-3-
923524-63-1 (2008).

G. Taffoni, A. Barisani, C. Vuerli, W. Pencedaf. Pasian, in: ADASS XV,
PASP351, 508 (2006).

G. Taffoni, C. Vuerli, F. Pasian and G. Rixam, ADASS XVII, PASP
394, 289 (2008).

F. Pasian and G. Longo, in: ADASS XIRASP434, 357 (2010).

R. D’Abrusco, A. Staiano, G. Longo, M. Bresdia,De Filippis, M. Paolillo
and R. TagliaferriApJ663, 752 (2007).

R. D’Abrusco, G. Longo, N.A. WaltoMNRAS396, 223 (2009).

. M. Brescia, S. Cavuoti, G. d’Angelo, R. D'Abcos C. Donalek, N.

Deniskina, O.Laurino, G. Longdjem. SAIt Suppl3, 56 (2009).

F. Pasian, G. Taffoni, C. Vuerli, P. Manzato(@asparo, S. Cassisi, A. Pie-
trinferni, M. Salaris, in: ADASS XVIIPASP394, 285 (2008).

L. Benacchio and F. Pasian (ed%yjd-enabled astrophysics”Polime-
trica International Scientific Publisher (2007).

F. Stoehr, D. Durand, J. Haase, A. Micol, iRASS XVIII, PASP411, 155
(2009).



